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0. Summary Statement 

The Delight PZ Estimator [1][2] is Hierarchical Bayesian Photometric Redshift Estimator [3] 

combining a Flux-Template Fitting method with a Machine Learning (ML) method based on 

Gaussian Processes which average and kernel are particularly designed for the physics of 

estimating the photometric redshift for each extragalactic LSST Object. 

1. Scientific Utility 

The Delight PZ Estimator encapsulates the physical knowledge of the Flux-Redshift relation 

based on a chosen set of SED templates with the high flexibility of learning relative Flux-Redshift 

corrections with the ML technique.  Doing so, it is not necessary to train the estimator with a huge 

sample covering the whole LSST Flux-redshift space but it possible to rely on a limited low redshift 

biased sample expecting the extrapolating power of the templates toward high redshift (from 

spectroscopic survey). The goal of the Gaussian Process ML is to find similar spectrum correction 

features in target galaxies compared to those in the training galaxies (which could be attributed 

to emission lines or continuum effects like dust absorption). 

Moreover, the estimator is able to handle Flux-Redshift biases (Eddington-Malmquist biases) by 

introducing a nuisance parameter which will be marginalized over. 

This estimator is running fast (O(N), where N is the number of training samples) once a small set 

of hyperparameters has been optimized on the training sample. 

2. Outputs 

The goal is to produce a redshift probability density function (z-pdf) from the measured calibrated 

band fluxes which is nothing but the redshift posterior of training galaxies taken as the prior. Then 

from the z-pdf, any metrics such as the average, the mode, the variance,… can be computed 

depending on the requirements of the cosmological probe using it.   

3. Performance 

Studies can prove over a training set representative of LSST data (For example DC2 simulated 

data) that performances comply with the Science Requirements Document (ls.st/srd) over the 

redshift range from 0 to 3. The performance has already been demonstrated with real data, at low 

redshift with the PAU survey (redshift 0 -1) [4]. 

4. Technical Aspects 

https://ls.st/srd


Scalability - Will probably meet. The Delight PZ Estimator’s run time depends on the size of the 

training set. Pre-run will find the few hyperparameters by optimizing the marginal likelihood on the 

training set or by inter-calibrating with another PZ estimator. 

Inputs and Outputs - Will meet. The Delight PZ Estimator only requires galaxy calibrated fluxes 

and their uncertainties as inputs, which will already exist in the LSST Object catalog. The output 

point estimates, errors, and binned PDFs are all consistent with the PZ-related Object elements 

defined in the DPDD. 

Storage Constraints - Will meet. The Delight PZ Estimator requires a training set of galaxies 

with Fluxes and their uncertainties and “true” redshifts. In addition, during the learning phase, 

the estimator writes pre-computed elements of the average and Kernel for each training galaxy. 

External Data Sets - Will probably meet. The Delight PZ Estimator has been run on both simulated 

and real data with training sets that may match more or less the test set in terms of flux and 

redshift distributions. In order to use the Delight Estimator for LSST Objects, a more careful 

assessment of the impact of incomplete/impure training sets needs to be done. It is not yet clear 

that such an external data set exists to provide PZ results of adequate quality. 

Estimator Training and Iterative Development - Will meet. As mentioned above, more work is 

needed to validate the use of a spectroscopic training set and suitable SED template sets, but 

once the correct training set is identified there would be no further iterative development. 

Computational Processing Constraints - Will meet. The Delight PZ Estimator does not require that 

a large amount of data is held in memory at any given time. The Delight PZ Estimator is designed 

to be parallelizable. For the moment it heavily relies on writing/reading files, not on computer 

memory. Concerning speed, the trained model could be accelerated via a machine learning 

emulator. 

 

Implementation Language - Will meet. The Delight PZ Estimator is written in Python 3. 
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